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How to represent words and word senses?

• Vectors provide a representation which is easy to use, 

visualize and combine 

– Excellent survey (Turney and Pantel, 2010)
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Much work on vector representations of meaning
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Problem: word representations cannot capture 

polysemy
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Problem: word representations cannot capture 

polysemy

Multilinguality for free, or why you should care about 

linking vector representations to (BabelNet) synsets 

Roberto Navigli



Why should we care? 

• With word embeddings we would have:

(Neelakantan et al. 2014)
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Why should we care? 

• With sense embeddings, instead:

(Neelakantan et al. 2014)
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pollen refinery
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Solution: distinct representation for each word’s 

meaning

20/10/2017 12

Word vector space model Sense vector space model
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Solution: distinct representation for each word’s 
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Where are we?

• Motivation for our work: word vs. sense representations

• Approach 1: SensEmbed (latent)

– monolingual, but replicable in any language

• Approach 2: NASARI (explicit and latent versions)

– monolingual and multilingual 

• Approach 3: SW2V - Modeling words and senses jointly 

(latent)

– in between

• Industrial applications @ Babelscape

• Conclusions
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Latent representation of word senses: 

SensEmbed

Iacobacci, Pilehvar and Navigli (ACL 2015)
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Starting point: the CBOW architecture 

[Mikolov et al., 2013]
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Step 1: select a large corpus
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Step 2: identify all the occurrences of a target word
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Step 3: disambiguate each target word occurrence
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Step 4: train CBOW with senses as targets
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Setup – Sense inventory: 

BabelNet (Navigli and Ponzetto, AI Journal 2012)

• We used BabelNet, a merger of WordNet, Wikipedia, 

Wiktionary, OmegaWiki and other knowledge resources

• Why?

– An extension of the lexical-semantic knowledge model of WordNet

– Wide coverage: 271 languages (multilingual synsets),14M synsets
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• We used BabelNet, a merger of WordNet, Wikipedia, 

Wiktionary, OmegaWiki and other knowledge resources

• Why?

– An extension of the lexical-semantic knowledge model of WordNet

– Wide coverage: 271 languages (multilingual synsets),14M synsets

– It integrates concepts (6M) and named entities (7.7M) seamlessly
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Setup – Sense inventory: 

BabelNet (Navigli and Ponzetto, AI Journal 2012)



BabelNet is now live!

• 284 languages

• 15 million concepts and named entities

• 1.8 billion semantic relations

20/10/2017Monolingual and multilingual, latent and 

explicit representations of meaning
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Setup – Disambiguation: Babelfy [Moro et al., TACL 2014]

• We used Babelfy for disambiguating the Wikipedia corpus

• Why?

– The first (and only) system that performs Word Sense 

Disambiguation (common nouns, verbs, adjectives, adverbs) and 

Entity Linking (names) jointly
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Setup – Disambiguation: Babelfy [Moro et al., TACL 2014]

• We used Babelfy for disambiguating the Wikipedia corpus

• Why?

– The first (and only) system that performs Word Sense 

Disambiguation (common nouns, verbs, adjectives, adverbs) and 

Entity Linking (names) jointly

– Knowledge-based: does not need millions of sentences annotated 

in each language (Pilehvar and Navigli, 2015)

– Works in arbitrary languages (271 languages)

– Can disambiguate texts written in mixed languages (language-

agnostic setting)

– [Demo on recent news]
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http://www.repubblica.it/esteri/2017/10/19/news/puigdemont_catalogna_indipendenza_155_rajoy-178699110/?ref=RHPPLF-BH-I0-C8-P1-S1.8-T1


Qualitative Evaluation

• Closest senses to different senses of ambiguous words:
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Quantitative Evaluation: word similarity – results 

• State-of-the-art performance + sense-level vectors in the 

same space as word vectors
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Explicit representation of concepts: 

NASARI

Camacho-Collados, Pilehvar and Navigli 

(NAACL 2015; ACL 2015;

Artificial Intelligence Journal 2016)
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Motivation
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Idea 1: collect documents about a concept/entity
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• For a given concept/entity, the initial idea is to collect 

a corpus of documents (Wikipedia pages) about it
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• The collected corpus will be a subcorpus of a given 

reference corpus (the whole Wikipedia)

• The goal is to create a vector that represents the 

semantics of the concept of interest

• Three variants:

– Lexical vectors (having words as components)

– Unified vectors (language-independent, having BabelNet 

synsets as components)

– Embedded vectors (having latent dimensions)
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Idea 2: we can create 3 different vector representations 
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Calculating lexical specificity

• Given:

– a reference corpus of T words (Wikipedia)

– a subcorpus of t words (our set of Wikipedia pages)

• Goal: find a set of terms that are peculiar to the

subcorpus, but not to the whole reference corpus.

• Given a word w that occurs F and f times in the corpus

and subcorpus, respectively, compute the relevance of

w to the subcorpus as a function of P (X ≥ f), X being a

random variable following a hypergeometric distribution

with parameters F, t and T.
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NASARI: the lexical vector
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• Conventional vector with words as dimensions

• Individual weights calculated using lexical specificity, by 

contrasting the frequencies in the subcorpus and the 

overall corpus (whole Wikipedia)

• Pruning: we keep only components with P(X ≥ f) ≤ 0.01

• Example: top-ranking components of 2 meanings of bank:
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NASARI: the unified vector

• Cluster together similar dimensions in the lexical vector

• Then re-compute the weights for the new dimensions

vlex(               )= ( 0, 0, …, 0.9, 0.1, 0.3, 0.6, …, 0.1, 0.8, …, 0 )

vu(                )= (0.1, 0.3, …, 0, 0, 0.5, 0.95, …, 0.5, …, 0.15 )
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We use the BabelNet taxonomy

• BabelNet provides a full-fledged taxonomy: is-a relations 

are available for millions of concepts and named entities 
(Wikipedia Bitaxonomy, Flati et al. ACL 2014; AIJ 2016)

– Ferrari Testarossa is-a sports car

– BabelNet is-a semantic network & encyclopedic dictionary
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NASARI: the unified vector
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• Unified vectors have BabelNet synsets as dimensions

• Two key benefits:

– Disambiguated dimensions

– Smoothing

• Enables 

- Transfer of semantic knowledge across languages

- Cross-lingual semantic comparison
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NASARI: embedded representation

• We calculate a weighted average of the word 

embeddings of the lexical components of the vector for 

a given subcorpus T (corresponding to a concept of 

interest):

• Key feature: words and senses in the same space!

• Example of closest embedded vectors:
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Experiments (Camacho-Collados et al., AI Journal 2016)

• Word similarity

• Cross-lingual similarity

– RG-65 in English, German and French

• Word Sense Disambiguation (WSD)

– Multilingual WSD

• Domain labeling

– "BabelDomains: Large-Scale Domain Labeling of Lexical 

Resources" (Camacho-Collados and Navigli, EACL 2017)

• Sense clustering
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Comparison systems:

• SOC-PMI and PMI (Joubarne and Inkpen, 2011) – 1st and 2nd order co-occ.

• Retrofitting (Faruqui et al., 2015)

• Wiki-wup (Ponzetto and Strube, 2015)

• LSA-Wiki (Granada et al., 2014)

• Polyglot-embed (Al-Rfou et al., 2013) – emb. on wikipedias in many languages
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Spearman (ρ) and Pearson (r) correlation performance of different systems on multilingual editions of the RG-65 datasets.

Cross-lingual Word similarity
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Understanding text: Word Sense Disambiguation

kiwi

(target word)

“we are fond of fruit such as kiwi and banana”

(context)

Resources

Word Sense Disambiguation

system

output sense
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Multilingual Word Sense Disambiguation
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• Sense choice: the best sense is given by the NASARI 

vector closest to the text vector:

• Dataset: the Wikipedia sense inventory for the 

SemEval-2013 all-words multilingual WSD task (Navigli 

et al. 2013) – from 1242 to 1039 annotated instances

• Evaluation measure: F1-measure 

• Results:
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Latent representation of words AND 

senses together: SW2V

Mancini, Camacho, Iacobacci and Navigli 

(CoNLL 2017)
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Objective

• Other approaches model either senses (SensEmbed) or 

obtain embeddings as a result of postprocessing word 

embeddings

• Goal: modeling words and senses in the same vector 

space

• How: exploiting the explicit relationships between words 

and senses available in BabelNet for the words in 

context
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Example
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Extending Word2Vec with senses

Words and their associated senses used in the input and 

output layers
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Words+Senses as input and output in SW2V

• The best configuration is with senses only as input 

and words+senses as output

– On: WS-Sim and RG-65
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• All models using Wikipedia corpus (Pearson correlation)

Evaluation: word similarity
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• All models using UMBC corpus (Pearson correlation)

Evaluation: word similarity



Evaluation: Most Frequent Sense for WSD

• Evaluation: use closeness of sense vectors to word 

vectors to determine sense frequency

– We can calculate the Most Frequent Sense for each word

• Test: Semeval-2007 and Semeval-2013 all-words WSD
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• Now we can perform semantic tasks

• Goal: tackle the fine granularity of sense inventories

• Evaluation datasets from Dandala et al. (2013)

– Highly ambiguous words from past SemEval competitions

Evaluation: sense clustering
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Evaluation: sense clustering



Neural Models for Word Sense Disambiguation 

(Raganato, Delli Bovi, Navigli, EMNLP 2017)

• Sequence labeling:
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words & BabelNet 

concepts
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Neural Models for Word Sense Disambiguation 

(Raganato, Delli Bovi, Navigli, EMNLP 2017)

• Training on English (SemCor sense annotated data)

• Testing on all English Senseval & SemEval test sets
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Neural Models for Word Sense Disambiguation 

(Raganato, Delli Bovi, Navigli, EMNLP 2017)

• Training on English (SemCor sense annotated data)

• Testing on arbitrary languages (!) – SemEval 2013

– Using multilingual embeddings to encode words in the same space
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The future of BabelNet and related technologies

• The MultiJEDI ERC project is now over (but: the MOUSSE 

ERC grant just started)

– moving to sentence representations

• However, much work still to be done in this direction

• We created a Sapienza startup, Babelscape, with the key 

objective of making BabelNet sustainable

• Income is reinvested in BabelNet and subsequent projects
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Wrapping up

• We advocated for linking to BabelNet

– SensEmbed: lcl.uniroma1.it/sensembed

– NASARI: lcl.uniroma1.it/nasari

• Monolingual vs. multilingual:

– Monolingual (but no limit to which language can be used: 

SensEmbed, NASARI lexical/embedded)

– Inherently multilingual (NASARI unified vector)

• Explicit vs. latent:

– Explicit vectors provide human-readable components (NASARI 

lexical and unified)

– Latent vectors are more compact, less sparse and faster to 

process (SensEmbed, NASARI embedded)

• Enable semantic, "translatable" output

• Move from one language to another seamlessly
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Thanks or…

m     i
(grazie)
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MultiJEDI (Starting Grant, 2011-2016) + MOUSSE (Consolidator Grant, 2017-2022)
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